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The Chinese board game 

Go is one of the oldest games 

in the world. Enthusiasts have 

spent more than 2,500 years 

developing strategies to beat 

their opponents, and with 

hundreds of options for every 

move, its complexity can test 

the upper limits of human 

thought. So when Google’s 

AlphaGo, an artificial intel-

ligence (AI) program, de-

feated Go’s world champion 

in March 2016, technologists 

took notice. Not only was 

the victory a testament to the 

power of AI, they argued, it 

was a bellwether of things to 

come, a demonstration that 

even highly skilled employ-

ees might soon be trampled 

in the unstoppable march to-

ward an automated world.

The jury is still out on wheth-

er pure AI—that is, a technol-

ogy that mimics the full com-

plexity of human thought—is 

inevitable or mere hype, but 

earnest work is well under-

way and already paying off. In 

fact, technologies developed 

through AI research have been 

available for various aspects of 

legal projects for many years, 

though their relevance may 

not always be obvious.

Here, we explore a sub-field 

of AI, known as “natural lan-

guage processing” or “NLP,” 

to demonstrate how it can 

already make a difference in 

fact-intensive phases of com-

plex legal projects.
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Natural laNguage ProcessiNg—exPaNdiNg 
attorNeys’ clieNt reach

With decades of natural language processing development have come some very simple yet powerful 
tools that can drastically cut the time and costs associated with complex legal projects.
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Teaching Computers to 

Communicate Like Humans

NLP aims to provide com-

puters with a human-level un-

derstanding of language. Re-

searchers developed the first 

versions of NLP technology in 

the 1960s, but soon learned 

that teaching computers to 

communicate like humans 

was much more challenging 

than they had first thought.

Some difficulty lies in the 

nature and amount of infor-

mation that people use to 

process language. If one were 

to say, “The Knicks really 

caught fire in the second half 

last night,” a sports fan would 

quickly interpret that to mean 

the New York Knicks shot 

well in the second half of last 

night’s basketball game. For 

computers, however, this is 

not so easy. Without informa-

tion on the figurative meaning 

of the term “caught fire,” for 

example, a computer might 

conclude that the Knicks lit-

erally went up in flames, even 

though such an event would 

be highly unlikely (even for 

the Knicks).

This complexity has led re-

searchers to focus instead on 

solving more clearly defined 

problems. One such prob-

lem, commonly referred to 

as information extraction, is 

how to convert unstructured 

text into machine-readable, 

structured data. In corporate 

investigations, for example, a 

passage of text in employee 

expense data might describe 

the details of a particular 

business dinner. Information 

extraction algorithms can 

convert that passage of text 

into a relevant, structured re-

cord of information detailing 

who attended the dinner, the 

organizations to which those 

attendees belong, and where 

the dinner took place. In 

cases involving thousands of 

such expense entries, infor-

mation extraction can prove 

invaluable.

Methods of Informa-

tion Extraction and “Fuzzy 

Matching”

There are two primary in-

formation extraction methods 

used to determine such de-

tails: named-entity recogni-

tion and relation extraction.

Named-entity recognition 

identifies real-world objects 

referenced in a passage of 

text and classifies each of 

those objects as a particular 

type. For example, in an in-

vestigation into employee 

conduct, a named-entity rec-

ognition algorithm can help 

extract the named objects 

listed in the employee’s ex-

pense details and classify 

them as persons, places, or 

organizations. Instead of a 

block of descriptive text, one 

can quickly see a list of at-

tendees, organizations and 

establishments referenced in 

that text. For investigations 

involving multiple employees 

or thousands of expense en-

tries, such an algorithm can 

help to extract valuable in-

formation in a fraction of the 

time that it would take for a 

team of trained investigators 

to do the same.

Relation extraction takes 

the information extraction 

process one step further by 

associating a list of names ex-

tracted from a passage of text 

to one another. A relation ex-

traction algorithm first posits 

that a relationship might exist 

between every entity pair in 

a particular sentence. It then 

uses a combination of hand-

written rules and statistical 

methods to determine wheth-

er each of those proposed 
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relationships actually exists, 

and if so, what type of rela-

tionship that pair shares. Ex-

tending the example of the 

expensed business dinner 

above, relation extraction can 

tell an investigator not only 

that the names of an individ-

ual and an organization ap-

pear in a passage of text, it 

can report to the investigator 

that the individual is likely an 

employee of the named orga-

nization.

Named-entity recognition 

and relation extraction are 

valuable tools for extracting 

entities and relationships 

from passages of text, but of-

tentimes relevant information 

becomes apparent only after 

connecting those named ob-

jects to external data sources. 

In an employee fraud case, 

for example, an employee’s 

business expenses might ref-

erence a seemingly innocent 

meal with a business contact. 

However, if an investigator 

can determine the employer 

of the contact or related or-

ganizations, such as through 

the use of corporate regis-

tration data, the investigator 

might be able to gather valu-

able insights or make con-

nections that would not oth-

erwise have been apparent. 

Because names can vary in 

spelling and format from one 

source to another, such as an 

expense description versus a 

corporate registry, it can be 

tedious and time consuming 

to match names manually. To 

help automate this process, a 

data analytics expert can use 

an approach commonly re-

ferred to as “fuzzy matching.”

“Fuzzy matching” is an 

NLP process that finds ap-

proximate, as opposed to ex-

act, text matches to connect 

names and relationships to 

information found in other 

documents or text. It allows 

an analyst to determine the 

likelihood of two text strings 

being the same, even if one of 

the text strings is misspelled 

or slightly different than the 

other. Using a fuzzy match-

ing algorithm, an investigator 

can identify a possible match 

between two names even if 

those names are not quite the 

same. The algorithm can even 

provide a metric for how 

close the two names are to 

each other, allowing an inves-

tigator to eliminate false posi-

tives before they are manu-

ally reviewed in a verification 

process. This is extremely 

valuable when dealing with 

complex matters involving 

dozens or hundreds of actors 

or entities.

NLP is a fast-developing 

area of AI, with exciting new 

applications and algorithms 

appearing every week, but it 

is important to note that NLP 

has decades of development 

already under its belt. With 

those decades have come 

some very simple yet power-

ful tools that can drastically 

cut the time and costs asso-

ciated with complex legal 

projects.
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